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Research on m eet ing processing

�
Dialogue “understanding” by com puters 
has prom ising applicat ions

�
enriched m eet ing t ranscript ion

�
meet ing sum marizat ion

�
int elligent  meet ing browsing

�
digital assistants for meet ing rooms

�
applicat ions to human-comput er dialogue

�
Desirable:
Fully aut omated m inute wr it ing applicat ion

�
Reasonable hope:
“Were there any quest ions about  sect ion 2 of the 
report?”
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Meeting processing and ret r ieval in ( IM)2

Storage of 
processed & 
annotated 
meetings

Retrieving 
meeting data

Processing of 
dialogues

Shallow Dialogue Analysis
- segmentation, keywords
- dialogue acts
- co-reference
- discourse markers

Argumentative Analysis

Transcript-based 
interface (TQB)
- queries to DB
- multimedia output
Multimodal interface
“Archivus”
- speech, text, pointer
- dialogue models

Dialogue 
annotation 
modules

Interfaces

Understanding human dialogues in meetings

Interfaces to meeting databases
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Plan of the talk
�

I nt roduct ion

�
Shallow Dialogue Annotat ion (SDA)
� Segmentat ion into episodes
� Recognition of dialogue acts
� Resolut ion of references to documents
� Detect ion of discourse markers

�
Use of SDA in a meet ing browser

�
Discussion
� machine learning (or not )  for SDA
� cycle of evaluation-driven language processing
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Constraints on our  study of 
dialogue processing
� Theoretical  grounding

� availabilit y  of models of the phenomenon
� domains

� semant ics +  discourse studies +  pragmat ics

� Application requirements
� what  users want to retr ieve:  analysis of user quer ies
� relevance to other applicat ions in the field

� Empirical  validi ty
� definit ions based on examples occurr ing in a given corpus
� human annotators f ind consistent results

� Availability of data

� Apparent  feasibilit y
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Selected phenom ena:  SDA
Shallow Dialogue Annotat ion

cross-channeltemporal boundar iesepisodes ( 1 )EP

same as EPlabels on EP (open set )topics/ keywordsTO

int ra-channel word classif icat ion discourse m arkers ( 4 )DM

cross-modalpointers RE � DEre f . to docum ents ( 3 )DE

int ra-channel temporal boundar iesreferr ing expressionsRE

same as UTlabels on UT (DA tagset )dia logue  acts ( 2 )DA

int ra-channel temporal boundar ies ut terancesUT

ScopeType of  annota t ionNam e

�
I nput  data:  t imed t ranscript  for each speaker ( i.e. channel)
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SDA overv iew

Channel_1 Channel_N…

XML annotations

Input data
- transcribed

speech
- timing
- multimodal

events

XSLT

DatabaseXSLT

HTML 
browser

Est-ce que vous ne 
poussez pas un  peu 
loin le bouchon ?

Disons, vous avez 
mis en exergue...

XSLT

Segmentation
- utterances
- episodes

Reference
- to documents
- coreference

Dialogue structure
- dialog acts
- links between acts

Low level linguistic processing

Discourse
markers
- detect
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Available data

�
Difficulty
� no large dataset  available yet  with a ll SDA annotat ions

ut terances, 
references to documents

FRA, V, T, D22 x 15’UniFr

ongoing:  allENA, V, T, D8 x 30’I SSCO

ut terances, episodesENA, V, T60 x 5’I DI AP

ut terances, dialogue acts, 
discourse markers, 
episodes(30% )

ENA, T75 x 60’I CSI -MR

Annotat ionLg.MediaNb. x t ime
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1. Them at ic episodes:  
topic boundary  detect ion   [ M. Georgescul]

�
Goal
� segment  each meet ing into coherent  blocks defined 

by a common topic

�
Methods
� use word dist r ibution to identify cohesive units

� latent  semantic analysis (LSA, PLSA)

� integrate multi-word expressions

� use discourse features (with SVM)
� syntactic cues, speaker change, discourse markers 

(e.g., well, now) , silences
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Results on topic boundary detect ion
� Results (Pk score, ~ error rate)

� results on art ificial data (merged ar t icles)  not  
correlated with real meet ing data

� Next :  topic characterizat ion
� exper iments with keyword extract ion vs. concept  

ident ificat ion (EDR)

10%43%C99

34%35%LSA

47%38%Baseline

“Art ificial” data“Real” dataAlgorit hm
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2. DA recognit ion     [ Clark & Popescu-Belis]

� Dialogue act
� funct ion of an ut terance in dialogue
� many compet ing theor ies about  “ funct ion”

� DA annotat ion
� presupposes segmentat ion of channels into 

ut terances
� some state-of- the-ar t  stat ist ical recognit ion 

methods
� dependence on the DA tagset
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Choosing the r ight  DA tagset
�

DAMSL:  independent  dimensions
� Communicat ive Status, I nformat ion Level, Forward 

Looking Function, Backward Looking Function

�
SWBD-DAMSL:� 220 observed DAMSL labels 

�
clustered into 42 

mutually-exclusive t ags
� Statement  36% , Acknowledgement /

Backchannel 19% , Opinion 13% , Agree/ Accept  5%

�
ICSI -MRDA:  combine (again)  SWBD-DAMSL
� ca. 7 million possible labels

�
MALTUS
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MALTUS:  an IM2 proposal
�

Mult idimensional Abst ract  Layered Tagset for Ut teranceS� reduce dim ensionalit y of I CSI -MRDA

�
Structure of a MALTUS label:  tags� main funct ion� statement , quest ion, backchannel, f loor  holder / grabber� secondary  funct ion� response (posit ive, negat ive or undecided) , at tent ion-related, 

command (per format ive) , politeness mark, restated info.

�
Number  of possible labels:  770

�
Conversion of I CSI -MR tags to MALTUS� 113,000 ut terances � 50 MALTUS tags (w it hout  D)� more analysis and data needed to find which tags are mutually 

exclusive
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DA tagging in I M2           [ Alex Clark]

�
Obj ect ives� find dimensions of MALTUS that  are most  easily  predictable from data� find dependencies among tags

�
Features� lex ical (words) +  contextual (surrounding tags)

�
Results� Four way classifier  (S |  Q |  B |  H)� 84.9% accuracy vs. 64.1%  baseline� Full MALTUS classif ier  (without  “ disrupt ions” )� 73.2% accuracy vs. 41.9%  baseline (S tag)� MALTUS with six  classifiers t rained separately� Primary classif ier:  S |  H |  Q |  B� 5 secondary classif iers:  PO |  not  PO, AT |  not  AT, et c.� 70.5% accuracy only

�
Conclusion� separate cls. <  combined cls.   � dependencies between DAs
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3. References to docum ents
[ Lalanne & Popescu-Belis]

� Cross-m edia link between
� what is said:  referr ing expressions
� documents and elements to which the REs refer
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Ref2doc annotat ion
�

DIVA/ Universit y of Fr ibourg
� press- review m eet ings (~ 15’ each)
� 22 meet ings, 30 documents

�
Ground t ruth annotat ion for  t raining and evaluat ion
� dialogue t ranscript ion, document  st ructuring (XML)
� RE annotat ion:  427 REs
� ref2doc annotat ion

�
I nter-annotator  agreement
� 3 annotators on 1/ 3 of the data
� before discussion 	 after discussion

� 96%  
 100% for document assignment  (3 
 0 errors)
� 90%  
 97% for document  elements ass. (9 
 3 errors)
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Ref2doc algorithm  based 
on anaphora t racking
�

Loop through REs in chronological order� store < current  docum ent>  and < current  docum ent  element >

�
Document assignment� if RE includes newspaper  nam e 

� refers to that newspaper� < current  document>  set to that  newspaper� otherwise (anaphor)  � refers to < cur rent  docum ent>

�
Document elem ent assignm ent� if RE is anaphoric  

� refers to < current  docum ent  element >� otherwise 
� best  matching document  elem ent� (words of RE +  context )  � { match} � words of document� < current  document  element>  set  to that  element
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Result s and opt im izat ion
� Best  resul ts (322 REs)� RE � docum ent:      93%  vs. 50%  baseline (most  frequent)� RE � doc. element :  73% vs.  18%  baseline ( main ar t icle)

� Opt imization of features and their  relevance

� context ual features� only r ight context  of the RE must be considered for  matching� opt imal size of context :  ~ 10 words� relevance:  when removed, ~ 40%  accuracy only

� ( local)  opt imal weights for  matching� RE � � t it le of ar t icle � 15   
r ight  context word � � t it le � 10 
*  � � content  word of art icle � 1

� anaphora t racking� relevance:  when removed, ~ 65%  accuracy only
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4. Discourse m arkers ( DM)
[ Zufferey & Popescu-Belis]

�
I mportance of DM ident ificat ion� increase accuracy of POS tagging� prelude to syntact ic analysis� indicat e global discourse st ruct ure� indicat e coherence relat ions (à la RST)  between ut t erances� serve as features for  the automat ic det ect ion of dialog acts

�
Two markers w ere studied� “ like” - signals approximat ion� “well” - marks topic shif t , or correct ion

�
Problem� both lexical it ems are am biguous:  they can funct ion as a 

discourse marker or as som et hing else (e.g. , verb or adverb)� need to disam biguate occurrences: DM vs. non-DM
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Examples
1a.  I t  allows you t o enter  things w ell.

1b.  So they' ll say  w ell t hese are t he things I  want  to do.

2a.  Did you like t he m ovie?

2b.  Most  of  our  meet ings are uh m eet ings current ly with 
like ,  five, six,  seven, or  eight  people.

�
How to detect  only “ pragm at ic” uses?  

�
( b)  vs.  ( a)
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Disam biguat ion of DM like by 
hum ans using prosodic cues
� 1st experim ent :  only with t ranscript
� 2nd experim ent :  t ranscript  linked to audio

� Annotators had to classify each occurrence 
of like as DM or non-DM

� Inter-annotator agreem ent
� κ =  0.74 (>  0.67)
� reliable task
� prosodic cues are crucial

17 February 2005 ISC Lyon 23

Stat ist ical t raining of DM classifiers
�

Decision t rees +  C4.5 t raining (Quinlan /  WEKA)

�
Features characterizing DM vs.  non- DM uses� “negat ive” or excluding collocat ions� durat ion of it em� durat ion of pause before l ike� durat ion of pause af ter  like

�
Set of  posit ive and negat ive examples f rom I CSI -MR� ~ 4500 for like and ~ 4100 for well

�
Results of the t raining� binary  decision t ree classifier  (DM /  non-DM)� measure of  t he discrim inat ion power:  10 t im es cross-validat ion
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Result s for DM classif icat ion
� Scores for like:  best  classi fier

r =  0 .95  /  p =  0 .68  /  κκκκ =  0 .65

� Conclusions
1. I mportance of collocat ion 

filt ers
2. A pause before like indicat es a 

DM in 91%  of t he remaining 
cases

3. Ot her  factors are relevant  too, 
but  quit e redundant
� prosody
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Without  collocat ion f ilters
� Scores of best  classifier 

� r  =  0.35 /  p =  0.6 /  
κκκκ =  0 .23

� Conclusions
1. Other features are relevant  

too
2. Best  temporal feature:  a 

pause before or  after  like
3. Temporal features are 

redundant  when 
collocat ions can be used

� Prosody is relevant  to 
human annotators
� t ry to f ind other  relevant  

prosodic features
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Best  classif ier  for  well as a DM
� Scores

� r =  0.97 /  p =  0.91 /  κκκκ =  0 .81

� Conclusions :
1. I mportance of collocat ions
2. A pause after well indicates the 

presence of a DM

� Use of collocat ions only
� r =  0.98 /  p =  0.89 /  κ =  0.78

� Relevance of other  features? 

� Use of “pause after” only� r =  0.96 /  p =  0.77 /  κ =  0.45

Snapshot  /  Demo

Use of SDA in a 
meet ing browser
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TQB:  Transcript -based query & browsing interface

3. Rich 
transcript

2. Results 
of the query

4. Links to 
sound file

5.Documents

6.References 
to documents

1.Parameters 
of the query
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Sum m ary:  m achine learning 
techniques and their  scores

81%
91%

36%  ( like)
66%  (well)

Decision 
t rees, C4.5

DM/ non-DMDM

73%~ 20%Rule-basedRE
�

DEDE

60-(90)%67%LSA/ C99BoundariesEP

70-73%~ 40%MaxEntMALTUSDA

AccuracyBaselineMethodTag se t

Machine learning appears to be relevant  to 
sem ant ic/ pragm atic annotat ions
More or less t ransparent  stat ist ical m odels
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SDA:  m achine learning or not?
�

Use of  m achine learning when…� enough annotated data for t raining� enough low- level relevant  features� unknown opt imal relat ions between features and annotat ions

�
DA, EP, ( TO) , DM� possibilit y  to add some obvious hand-crafted rules

�
Use of  hand-craf ted rules or classifiers when…� not  enough data to learn relat ions bet ween features and 

annotat ions

�
( UT) , ( RE) , RE� DE� possibilit y  to opt im ize automat ically the hand-crafted rules

�
Possibil i ties to use a m ix them 
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Future work
�

I ntegrat ion:  “ mult i- agent  dialogue parser”

� each module generates annotations
� loop through modules until no annotation can be added

�
Extensions

� add new modules, improve existing ones:  TO, RE, …
� use multimodal features:  prosody, face expression, …

�
Relevance of SDA annot at ions to meet ing browsing

� design interfaces to annotated database
� test  them with/ wi thout  access to annotations
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Conclusion:  The basis of evaluat ion-
dr iven language processing

Define  an observable
l inguist ic phenomenon

Ask human j udges to 
annotate it  on data. I s
inter-annotator agree-
ment (I AA)  acceptable?

Define features that  help 
to detect the phenomenon

Prepare ground t ruth (GT)
annotated data (annotators
agree, or remove instances) .
Separate t raining/ test data

Design a system t hat  detects 
the phenomenon (stat ist ical,
rule-based, hybrid, et c.)  

Adapt  t he system to t raining data

Eva luate the system on test  data:
compare it s output  (R) t o GT.
I s distance(GT,R)  close to I AA ?

Go to another
phenomenon

I ntegrate
several
recognizersYES /  NO
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